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Abstract—Sentiment analysis is an important and
challenging task in natural language processing. It has
been studied for a few decades. Recently, Bidirectional
Encoder Representations from Transformer (BERT)
model has been introduced to tackle this task and
gain very promising results. However, most existing
studies on fine-tuning BERT models for sentiment
analysis focus on high-resource language (e.g., En-
glish or Mandarin). This paper studies the sentiment
analysis of Cantonese political posts on Hong Kong
local forums. We first collected and labeled posts re-
lated to Anti-Extradition Law Amendment Bill (Anti-
ELAB) movement in Hong Kong discussion forums.
We then examined the performance of dictionary-based
sentiment analysis, traditional machine learning-based,
fine-tuned BERT and fine-tuned multilingual BERT
(mBERT) models. Our results show that fine-tuned
mBERT model achieves the best performance on our
collected and labeled Cantonese dataset.

Index Terms—Sentiment Analysis, BERT, Fine-
tuned BERT, multilingual BERT

I. Introduction
Sentiment analysis is an important task in natural

language processing (NLP). It aims to examine users’
subjective sentiments toward a certain entity automat-
ically. Sentiment analysis is also referred to as opinion
mining, where opinions about an entity are extracted
and analyzed automatically. Although there exist slight
differences, sentiment analysis and opinion mining are
used interchangeably. Because understanding sentiments
and opinions is critical to human activities and behaviors,
sentiment analysis has become one of the most studied
research areas in NLP in recent years. Furthermore, due to
the importance of sentiment analysis to the whole society,
the related studies spread beyond computer science to
other research fields including management and social
science [1]. With the proliferating information volume on
social media, sentiment analysis is vital in several real-life
applications including commercial, political, and public
security [2].

As an essential and challenging NLP task, sentiment
analysis has been studied for a few decades using both
supervised and unsupervised approaches in existing re-
search [3]. For supervised sentiment analysis, the com-
bination of hand-craft features and traditional machine
learning (ML) models are utilized in early works. For

unsupervised sentiment analysis, techniques with lexicons,
grammar, and syntactic patterns have been explored in
previous studies. Recently, deep learning (DL) has be-
come a powerful technique and demonstrated outstanding
performance in several application domains. The state-of-
art deep learning models have been applied in sentiment
analysis with promising results [1]. Very recently, fine-
tuning a pre-trained Bidirectional Encoder Representa-
tions from Transformer (BERT) model for downstream
text classification became a new paradigm in NLP and has
demonstrated outstanding performance on several other
NLP tasks. And the idea of fine-tuning BERT model
for sentiment analysis is raised and recent studies have
demonstrated promising results [4], [5].

As a prominent kind of Chinese dialect, Cantonese
is used as a daily language by a wide population in
southern Mainland China, Hong Kong SAR, and overseas
Chinese communities. Cantonese is different from Chinese
in terms of vocabulary, grammar, and unique characters,
which raise a challenge for analyzing Cantonese sentiment.
However, sentiment analysis on Cantonese text is less
studied [6]. Most existing works for sentiment analysis
based on BERT models focus on high-resource languages
(e.g., English and Mandarin). Since the resource for fine-
tuned Cantonese BERT models is limited, existing works
for Cantonese sentiment analysis did not utilize the state-
of-art BERT models.

To explore different sentiment analysis methods on Can-
tonese data, in this paper, we first collected and labeled
posts related to Anti-ELAB movement in Hong Kong
discussion forums. To examine the performance of existing
sentiment analysis methods on Cantonese political-related
posts, we extended the existing methods including the
early dictionary-based, the traditional ML-based, fine-
tuning BERT and multilingual BERT (mBERT) models
to analyze Cantonese sentiment. The contribution of the
work are summarized as follows:

• We collect and label a real-world Cantonese sentiment
analysis dataset related to political discussion on
Hong Kong local forums.

• We evaluated dictionary-based methods, ML-based
models, and BERT-based models for Cantonese Sen-
timent analysis;

• We demonstrated the effectiveness of the fine-tuned
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mBERT model for Cantonese Sentiment analysis us-
ing our collected dataset.

II. Methodology
A. Dataset Collection and Labeling

We collect Cantonese posts related to the Anti-ELAB
movement in three Hong Kong discussion forums (HKDis-
cuss1, HKGolden2, LIHKG3) and recruit three coders to
label sentiment (positive, neutral, negative). All coders
major in communication and have intensive experience.
The final label for each post is determined by a majority
vote. The confusing one with all three labels different is
eliminated. Finally, the data contains 1096 data samples.
Among them, 331 are labeled positive, 649 are labeled
neutral, and 116 are labeled negative.

B. Sentiment Analysis Methods
To examine the performance of the existing methods

on our collected data, we evaluate the following methods
that contain dictionary-based method, traditional machine
learning technique, fine-tuned BERT, and multilingual
BERT (mBERT) models.

1) Linguistic Inquiry and Word Count (LIWC): . LIWC
is an early and transparent method for sentiment analysis.
For a given text, it compares each word in the text to
the word list in the positive and negative dictionary and
calculates the percentage of the total words that match
each of the dictionaries [7].

2) Term Frequency-Inverse Document Frequency (TF-
IDF) + forum: : Generally speaking, a traditional machine
learning-based method for sentiment analysis contains two
modules: text feature extraction and classification model.
One of the popular text feature extraction methods is Bag-
of-Word based on TF-IDF features. TF-IDF calculates a
normalized count where each word count is divided by the
number of documents in which this word appears. TF-
IDF is one of the most popular term-weighting schemes to
transform words into numbers that can be fed to machine-
learning algorithms. We trained logistic regression based
on our collected data by using TF-IDF as the features.
Here, We used the term “forum” to denote that the
classification model is trained based on our collected data
from local Hong Kong discussion forums.

3) ChineseBERT(CBERT) + SMP: : BERT is one
of the state-of-art machine learning methods for neural
language representation. For all BERT-based or mBERT-
based methods mentioned subsequently, We use a pre-
trained model to get the representation of text, a dropout
layer to prevent overfitting, and finally a dense layer
for sentiment analyses task. Here, we fine-tuned Chi-
neseBERT model based on a publicly available labeled
simplified Chinese dataset named SMP4. When applying

1https://www.discuss.com.hk/
2https://www.hkgolden.com/
3https://lihkg.com/
4https://smp2020ewect.github.io

this model to do sentiment prediction on our collected
Cantonese dataset, we need to translate the Cantonese
(i.e., traditional Chinese) to simplified Chinese first and
then feed our translated text into the model for prediction.
During the translation, we simply ignore Cantonese slang
if it can not be translated into simplified Chinese.

4) mBERT + SMP: . It is similar to CBERT + SMP,
but we replaced CBERT with mBERT pre-trained on
the top 104 languages (including Traditional Chinese and
Simplified Chinese) with the largest Wikipedia. Then the
translation process is not needed for sentiment prediction
on our collected Cantonese data.

5) CBERT + forum: . We adopt the approach of
CBERT + SMP, except the fine-tuned data was changed
from SMP to our collected forum data. We also adopt the
translation process to fit the requirement of CBERT. We
use our collected Cantonese data to fine-tune CBERT by
translating traditional Chinese into simplified Chinese.

6) mBERT + forum: . Since there is no pre-trained
BERT model on a large-scale Cantonese corpus, we fine-
tune the pre-trained mBERT using our collected Can-
tonese forum data directly. Then the fine-tuned mBERT
can be used for sentiment analysis on our collected Can-
tonese data without translation.

III. Experiment

A. Experimental Setting
To obtain a robust and accurate evaluation, we use the

five-fold cross-validation method to evaluate the perfor-
mance of each model. In specific, we shuffle the dataset
and split it into 5 groups. We take each unique group as
the test set and the remaining groups are divided into the
train set and validation set according to the ratio of 9:1.
For all of the methods, we select the optimal version by
the validation set in the training process and then verify
the effectiveness of each method in the test set.

The publicly available simplified Chinese dataset SMP
was released from a sentiment analysis competition and
contained six categories in the raw data. To fine-tune
a BERT model on this simplified Chinese dataset for
sentiment analysis on our forum data with three outputs
(i.e., positive, neutral and negative), we keep only happy,
neural, and sad labels to fit the labels of forum data. To-
tally, there are 5,379 happy, 4990 sad, and 5,749 neutral.

As the dictionary-based method LIWC does not need to
be trained, we directly use it on the test set. We adopt the
one-vs-rest scheme and Limited-memory BFGS algorithms
to obtain the three-class prediction from logistic regression
used in the TF-IDF methods. For the BERT model and
BERT multilingual model, We utilize the dropout tech-
nique, and Adam optimizer with a learning rate 10−4, and
all hyper-parameters are manually tuned on the validation
set. We use four widely used classification metrics, i.e.,
Accuracy, Precision, Recall, and F1-Score, for performance
evaluation.
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TABLE I: Comparison of Different Sentiment Analysis Methods

Method Type Method Accuracy Precision Recall F1-score
Dictionary-based LIWC 0.47±0.04 0.43±0.05 0.43±0.05 0.39±0.04
Zero-shot BERT CBERT + SMP 0.58±0.03 0.34±0.08 0.34±0.01 0.28±0.03

mBERT + SMP 0.58±0.02 0.27±0.06 0.33±0.01 0.26±0.01
Traditional ML TF-IDF + forum 0.60±0.03 0.44±0.13 0.35±0.02 0.29±0.03
Fine-tuned BERT CBERT + forum 0.70±0.01 0.67±0.04 0.57±0.04 0.59±0.04

mBERT + forum 0.72±0.03 0.70±0.05 0.58±0.07 0.60±0.07

B. Experimental Results

The average results and standard deviations based on
cross-validation for different sentiment analysis methods
are shown in TableI.

Different types of methods. Firstly, we investigate the
effectiveness of the different types of methods. Not sur-
prisingly, there are notable differences in model types
between the dictionary-based method, tradtional machine
leanring based method, and BERT(mBERT) based meth-
ods. The dictionary-based method’s method is not good as
other machine learning-based methods. In this particular
dataset, zero-shot BERT gets worse performance than tra-
ditional machine learning-based methods and fine-tuned
BERT methods. The fine-tuned BERT methods get the
highest performance.

The role of multilingual BERT. The fine-tuned multi-
lingual BERT model gets a slightly better result than
fine-tuned CBERT model. The performance gap between
CBERT and the corresponding mBERT model is very
small.

The role of the training dataset. From TableI, it is obvi-
ous that the performance of the BERT or mBERT model
trained on SMP is significantly lower than that trained on
our forum dataset. Whether we need to translate(CBERT)
or not(mBERT), the results of training a model using a
dataset from different domains are poor. The BERT-based
model trained on our forum data significantly outperforms
those trained on the SMP dataset, suggesting that di-
rectly using the existing fine-tuned BERT model on other
datasets is not effective with our forum data. However,
BERT still excels in sentiment analysis, and even basic
fine-tuning is able to obtain better results than LIWC
and can gain competitive results with traditional machine
learning models on our forum data (i.e., TF-IDF + forum).

Overall speaking, the results show that the ma-
chine learning-based methods perform better than the
dictionary-based method. Among the BERT-based meth-
ods, The mBERT trained on our collected forum data
significantly outperforms those fine-tuned on the SMP
dataset. It suggests that directly using a fine-tuned
CBERT model based on publicly available simplified Chi-
nese label data with translation under a zero-shot setting
is ineffective in our problem.

IV. Conclusion
In this paper, we study sentiment analysis on Cantonese

political posts related to the Anti-ELAB movement in
Hong Kong discussion forums. We evaluated the perfor-
mance of dictionary-based sentiment analysis, traditional
machine learning-based, fine-tuned BERT and multilin-
gual BERT (mBERT) models based on our collected
dataset. Our experimental results show that the fine-tuned
mBERT model achieves the best performance.
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